A BRIEF REVIEW OF MATHEMATICAL LOGIC

BRANKO CURGUS

1. LoGic

Proofs in mathematics are based on logic. Logic is a science that studies forms of rigorous
reasoning. The basic building blocks of logic are propositions.

2. PROPOSITIONAL CALCULUS

2.1. Propositions. A proposition or statement is a declarative sentence which is either true
or false. The following sentence is a proposition: Two plus two equals four. Using the
mathematical notation the preceding proposition is written as: 2 + 2 = 4. This proposition
is true. An example of a false proposition is: 0 = 1.

2.2. Compound propositions. Next we introduce natural ways of combining propositions
into new ones; these new propositions are called compound propositions. In algebra and in
other math classes we use letters to stand for numbers. Here we use letters to stand for
propositions. The most important compound propositions in mathematics are: the negation,
the conjunction, the disjunction, the implication (or conditional) and the equivalence (or
biconditional).

Definition 2.1. The negation of a proposition p is the proposition “not p” which is false
when p is true and which is true when p is false. This proposition is denoted by —p.

Definition 2.2. The conjunction of propositions p and ¢ is the proposition “p and ¢” which
is true when both p and ¢ are true and false otherwise. This proposition is denoted by p A q.
The conjunction of three propositions p, ¢ and r is defined as (p A ¢) A r which is true when
all three propositions are true and false otherwise.

Definition 2.3. The disjunction of propositions p and ¢ is the proposition “p or ¢” which is
false when both p and ¢ are false and true otherwise. This proposition is denoted by p V q.
The disjunction of three propositions p, ¢ and r is defined as (p V q) V r which is false when
all three propositions are false and true otherwise.

Definition 2.4. The implication or conditional of propositions p and ¢ is the proposition “If
p, then ¢” which is false when p is true and ¢ is false and true otherwise. This proposition
is denoted by p = gq.

Definition 2.5. The equivalence or biconditional of propositions p and ¢ is the proposition
“p if and only if ¢” which is true when both p = ¢ and ¢ = p are true. This proposition is
denoted by p < q.
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The above definitions are summarized by the following truth tables.

negation conjunction disjunction implication equivalence
p| p P q|pNg P q|pVg P q|pP=4q P q P4
T| F T T| T T T| T T T| T T T| T
F| T T F| F T F| T T F F T F F

F T| F F T|] T F T| T F T F

F F| F F F| F F F T F F T

2.3. Propositional calculus. Doing calculations with propositions is called propositional
calculus. Here are the most important rules of propositional calculus.

The double negation rule: The negation of the negation of a proposition is equiva-

lent to the original proposition. In short: —=(—p) < p. To prove this proposition we
form the truth table:

p|—p|-(=p)|p
T F T T
FIT|] F |F

DeMorgan’s Laws: The negation of a conjunction is the disjunction of the corre-
sponding negations. In short: —(p A q) < (—p) V (=q). The proof, again, is by truth

table:
p g |lphg|~pAg) | (=p)V(=g) | 7P —q
T 70 T E F F F
T F| F T T F T
FT| F T T T F
F F| F T T T T

The negation of a disjunction is the conjunction of the corresponding negations. In
short: =(pV q) < (=p) A (—q). The proof, again, is by truth table:

p q|pVag| (Vg |(=p)A(=q) | p —q
T T T E F F F
TF| T F F F T
ET| T F F T F
F F| F T T T T

The negation of an implication: The negation of p = q is the conjunction of p and
the negation of q. In short: —(p = ¢q) < (p A (ﬂq)). The proof, again, is by truth

table:
p qglp=q| (=9 |pN(-q)|p —q
T T T F F T F
T F| F T T T T
FT| T F F F F
FF| T F F F T

3. IMPLICATIONS

Since the most important statements in mathematics are formulated as implications, the
implications deserve a section in this brief summary.
Probably because of its importance, the English language has provided twelve different

ways of verbalizing the implication p = ¢: |(I) If p, then ¢.| |(II) If p,q.| |(III) q if p.
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(IV) ¢ when p. ‘ ‘ (V) p is sufficient for g. ‘ ‘ (VI) ¢ is necessary for p. ‘

(VII) A sufficient condition for ¢ is p.| | (VIII) A necessary condition for p is g.

(IX) p implies ¢q.| | (X) p only if g.| |(XI) ¢ whenever p.| |(XII) ¢ follows from p.

For a given implication, there are three named related implications.

Definition 3.1. Let p = ¢ be an implication. The contrapositive of p = ¢ is the implication
—=q = —p. The converse of p = ¢ is the implication ¢ = p. The inverse of p = ¢ is the
implication —p = —q.

Although we are interested in mathematical propositions, it is often useful to explore real
life propositions. My favorite real-life example relates to Red Square, the main square with
a fountain on the WWU campus.

Name Claim
P It rains on Red Square.
q Red Square is wet.

—p | It does not rain on Red Square.

—q Red Square is not wet.

When dealing with real-life we assume that the claims that we use as propositions truly are
either true or false. We do not accept that there are ambiguous situation in which we can
not decide whether it is raining or not.

Let us explore the implication p = ¢ and three related implications which involve the
above real-life propositions p and gq.

Claim Name
p=-¢q | If it rains on Red Square, then Red Square is wet. Implication
q=p | If Red Square is wet, then it rains on Red Square. Converse

-q = —p | If Red Square is not wet, then it does not rain on Red Square. | Contrapositive

-p = —q | If it does not rain on Red Square, then Red Square is not wet. Inverse

In my experience the implication p = ¢ in the preceding table is true. I have never
witnessed that Red Square is not wet when it is raining on Red Square. In my experience
the converse ¢ = p is not always true. On few occasions, I have witnessed wet Red Square,
on a sunny day. For example, the fountain flooded once and Red Square was truly wet on
a sunny, that is a definitely nonrainy, day. From this we conclude that the implication and
its converse are not related. It is possible for an implication to be true, while the converse is
not true. In fact, whenever you see an implication proved in mathematics, a good question
to ask: Is the converse true?

The situation with the contrapositive is different: A proposition is equivalent to its contra-
positive. The easiest way to see this is to look at the negations. The negation of the impli-
cation p = ¢ is p A (—q). The negation of the contrapositive (—q) = (—p) is (—q) A (ﬂ(ﬁp)).
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By the double negation rule the proposition —(—p) is equivalent to p. Hence the negation of
the contrapositive is equivalent to (—g) Ap. But, pA(—q) and (—¢) Ap are clearly equivalent.
So, the negations of the implication and its contrapositive have the identical truth values.
Therefore the implication and its contrapositive have the identical truth values.

The fact that a proposition is equivalent to its contrapositive can also be seen by forming
the following truth table:

p q|p=>q|(~q)=(=p)|~q —p
T T T T F F
T F| F F T F
FT| T T F T
FF| T T T T

Definition 3.2. Let p = ¢ be an implication. The proposition p is called the hypothesis of
the implication p = ¢. The proposition ¢ is called the conclusion of the implication p = q.

4. PROPOSITIONAL FUNCTIONS

4.1. Propositional functions. The next level in the hierarchy of logical constructs are
propositional functions. A propositional function or predicate is an expression which involves
one or more variables and which becomes a proposition when variables are replaced by
specific values from a particular set of values called the universe of discourse.

For example: 222 —x > 0 is not a proposition; it is a propositional function whose universe
of discourse can be any set of numbers. Denote the the propositional function 222 — x > 0
by Q(x). Let S ={—1,0,1} be the universe of discourse for Q(x). Then we can form three

specific propositions Q(—1), Q(0), Q(1):

x | Q(z) | meaning | T or F
—11Q(-1)| 3>0 T

0 | Q(0) 0>0 F

L1 Q1) | 150 | T

Now we can form the conjunction of these three propositions @(—1) A Q(0) A Q(1) which
is

B3>0)A0>0)A(1>0)
which is false since not all of the three propositions are true. The negation of this compound
proposition

(3<0)v(0<0)Vv(1<0)
is true since the proposition 0 < 0 is true.

Similarly we can form the disjunction of the propositions in the table: Q(—1)VvQ(0)VQ(1)

which is

3>0)Vv(0>0)V(1l>0)
which is true since not all of the three propositions are false. The negation of the preceding
compound proposition

(B3<0)A(0<0)A(1<0)
is false since not all three propositions in the conjunction are true; the proposition 1 < 0 is
false.
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4.2. Quantifiers. If we consider the universe of discourse of Q(x) to be the set R of all real
numbers, then forming the conjunction and the disjunction of all the propositions Q(x) with
x € R would be impossible in a way that we did above. Therefore we introduce the concept
of the universal quantifier and the existential quantifier.

The symbol for the universal quantifier is V. We read it “for all.” If P(z) is any proposi-
tional function with the universe of discourse U then

Vo € U P(x) means that P(x) is true for all z € U.

Notice that with Q(x) being 222 — x > 0 the statement Yz € R Q(z) is a proposition
whose truth value is F (false) since 22% — x > 0 is not true for all x € R. For example, with
z =0 we have 2(0)?2 — 0 = 0 > 0, which is false.

The symbol for the ezistential quantifier is 3. We read it “there exists.” If P(zx) is any
propositional function with the universe of discourse U then

dx € U P(z) means that P(x) is true for at least one z € U.
or,
dx € U P(z) means that there exists z € U such that P(x) is true.
Notice that with Q(x) being 2z* — x > 0 the statement 3z € R Q(z) is a proposition

whose truth value is T (true) since for z =1 € R we have 2(1)> — 1 =1 > 0, which is true.

4.3. Negations of statements with quantifiers. The meaning of the statements with
quantifiers and their negations is best summarized in the following table:

Statement | When true? When false? Negation

There exists an z € U

Ve e U P(x) | P(x) is true for all z € U such that P(z) is false

dz e U —P(z)

There exists an ¢ € U

dz e U P(x) such that P(x) is true

P(x) is false for allz €e U | Vo € U =P(x)

4.4. Statements with multiple quantifiers. To make things even more interesting math-
ematical statements often come with two or more quantifiers. Consider the statement

Va e R3z €R az? -z >0. (4.1)
Is this statement true or false? Its negation is
JaeRVreR az? — 2 <0.

The statement in (4.1) is true. We can prove it by considering two cases. If a > 0, then we
can take x = —1. We get a(—1)?> — (=1) =a+ 1 > 1 > 0, which is true. If a < 0, then take
x =1/(2a). Then, since a < 0, we have

1y 111 L,
al—) ——=——-——=——>0.
2a 2a  4a 2a da
So, in both cases the statement in (4.1) is true.

It is very important to realize that the order of quantifiers matters. The reversal of the
quantifiers in (4.1) leads to the following statement

GreRVaeR ax? —x > 0.



6 BRANKO CURGUS

This statement is false since its negation
VieR3aeR ar?—2<0

is true. To prove the negation we consider two cases. The first case x > 0. Setting a = 0 we
have 0(z)? — x = —x < 0 which is true. The second case is z < 0. Assume z < 0. Setting

a = 2/x we have

2
—xQ—x:xgo,
T

which is a true statement since z < 0 in this case.

The simplest unsolved problem in mathematics is Goldbach’s Conjecture. In the logic
notation it can be stated as

Vke N\{1} dpeP JqeP 2k=p+q.

Using sophisticated programming this proposition has been verified for all £ € N\ {1} such
that than k& < 2 x 10'8. However, despite significant effort of generations of mathematicians
there is no proof that it holds for all integers greater than 1.

5. EXAMPLES

In the proof of Proposition 5.1 below I will demonstrate how I use colors in proofs. Most
mathematical statements are implications: p = ¢. To prove such a statement we assume p
and use some previous mathematical knowledge and logic to deduce ¢q. To emphasise what is
assumed and what previous mathematical knowledge is used, these statements are colored
green. What needs to be proved, that is ¢, is colored red. As proof progresses we have
more and more green stuff. Finally, at the end of the proof, the statement ¢ becomes ¢,
that is it is being greenified.

Another way that I use colors is by coloring numbers. For example, in your previous
mathematical experience you have learned how to solve the quadratic equation: Let a,b,c €
R and assume that a # 0. Find = € R such that

az? 4+ bxr + ¢ = 0.
Here a,b,c € R are assumed to be known numbers (called coefficients) and z is unknown.
To emphasise the dichotomy known—unknown, a,b,c € R are colored green and x € R is
colored red:

ar® +bx 4+ c=0.
With this coloring solving the equation becomes just separating the colors. That is, express-
ing red in terms of green:

—b — b — 4ac —b+ V% — 4dac
or T = .
2a

2a

Tr =

Using the notation of mathematical logic this short review of quadratic equation can be
summarized as follows: Let a,b,c,x € R and assume that a # 0. Then

—b—Vb? — dac \/ —b+ Vb? — dac
x = .
2a 2a
The following proposition states something that you might have learned in your previous
mathematical experience. Here I state the proposition using the notation of mathematical
logic and use colors to make the proof easier to follow.

a’+br+c=0 < <x—
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Proposition 5.1. For all a,b,c € R the following implication holds
VeeR ar’+br+c>0 = a>0.

Proof. Let a,b,c € R be arbitrary. The colored version of the implication in the proposition
is

VeeR ar’+br+c¢>0] = |a>0]. (5.1)
The implication in (5.1) is equivalent to its contrapositive

= |3z €R ar’+br+c<0] (5.2)

To prove the implication in (5.2) we need to understand the coloring of the variables
involved. The real numbers a, b, c € R are given. They are arbitrary but fixed real numbers.
To emphasise that fact I color them green: «, b, ¢ € R. The variable x € R which is under the
existential quantifier is red since we have to find a real number with this specific property:

32 € R such that az?+bx+c<0]).

In fact the redness of 2 € R is the core of the redness of the conclusion in the implication
in (5.2). These colors indicate how to prove (5.2): We need to find a formula for a red
number in terms of the green numbers.

To be more specific: For the given a, b, c € R of which you know only that[az < 0]our task
is to find a formula for x € R in terms of a, b, ¢ € R for which we will be able to prove

ax® +br +c < 0.

A comment: Consider a simpler special case

Let me try to solve this problem for a simpler quadratic function. Let a,/ € R be

such that @< 0and(J > 0} Let us find 2 € R such that
az? + fzx < 0.
We take advantage that this quadratic function has a simple factorization:
az® + Bx = (ax + B)x.
Since the line ax + [ has a negative slope and a positive y-intercept, solving
ar+ 3 =a

will result in a positive z. Find it:
3

r=x9=1——.
a

This x is a desired z. To confirm that calculate:

(axg+ B)rog=a—pF <O.

In calculations in this comment it really helped that
For the continuation of the proof, the idea is to replace ax? 4+ bx + ¢ with a larger
quadratic function of the form az? + fx.

Recall that|b < |b[|and|c < |c[|
Since|a < 0} we know that for large positive values of x we might expect to have

ax® +bxr +c < 0.
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Therefore we can limit our search for z to real numbers such that|z > 1]
For[z > 1] we have|bx < |b|z|and|c < || < |c|z| Therefore,

az® + bx + ¢ < ax® + bz + ||z = (az + |b] + |]) .

Hence we have proved the following inequality

Vz € [1,+00) az®+ bz +c < (az+ 0] +|c|)z |- (5.3)

Now we proceed as in the comment. Here 7 = |b] + |¢|. We can make (az + |b] + |c|)z
negative by choosing x such that

ax + |b| + |c| = a.
Solving the preceding linear equation we get a desired x:

B |b] + ||
a

I:(F():]_

In this way we have greenified =. It remains to verify that z satisfies

ary? +bry+c < 0.

The real number 7, has the following properties:

19 >1) and ((1,:1;0 + |0 + \(:\).’1:0 =a—|b] —|c| <O}.

Since [z, > 1], by (5.3) we have
azy® + brg + ¢ < (azg + |b] + |c])zo |-

Since we already proved,

(azo + |b] + |c])zo = a—|b] = |c] <O

we deduce that

azo? + brg +c < a— |b] — |c| < 0].

This completes the proof of the proposition. [l

In Figure 1 we illustrate the inequality in (5.3). There are five quadratic functions plotted
in Figure 1. The coefficients a, b, and ¢ of the blue, magenta, purple, and quadratic
functions are as follows:

color a b c

blue —0.6 | —1.85| —0.5
magenta | —0.6 | 1.85| —0.5 |,
purple —-06| 18| 0.5
—0.6|—-1.85| 0.5

while the teal quadratic function is
az® + (|b] + |c])z = —0.62” + (1.85 + 0.5) .

As Figure 1 illustrates, in the gray region of the zy-plane, that is in the region where z > 1,
the teal parabola is above each of the other four parabolas. Figure 1 is a visual illustration
of the the inequality in (5.3).
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Fic. 1. Five quadratic functions

The preceding proposition is a part of the proof of the first equivalence in the following
theorem which formally states five equivalences related to quadratic functions. If you see
more relevant equivalences to add to the theorem below, please let me know.

Theorem 5.2. Let a,b,c € R. Then the following equivalences hold
VeeR ar?+bz+¢>0 < a>0 A c>0 A b2 —4ac<0, (5.4)
VeeR ar?+br+¢<0 < a<0 A c<0 A b —4ac<0, (5.5)
VeeR az’+bz+c>0 < (a>0Ab"—4ac<0)V(a=0Ab=0Ac>0), (5.6)
VeeR ar +brx+c<0 & (a<O0AV —4ac<0)V(a=0Ab=0Ac<0), (5.7)
dseR3IteR (as®+bs+c<O0)A(at’+bt+c>0) & b —dac>0.  (5.8)



